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Abstract—In this study we address the problem of adaptive self-embedding, where the reconstruction quality is controlled individually for different fragments of a digital image. We focus on the impact of incorporating content adaptivity features on the restoration success conditions, and the achievable reconstruction performance. We analyze the problem theoretically, and validate the obtained results experimentally with a full functional self-embedding scheme. Our analysis shows that introduction of multiple reconstruction profiles, even with significantly lower restoration fidelity, does not need to improve the achievable tampering rate bounds. The obtained fine-grained control over the reconstruction process is exploited to provide guarantees on certain performance aspects. Based on the derived theoretical model, we propose a procedure for optimization of the overall reconstruction quality given constraints on the desired target tampering rates, and required quality level for selected image fragments. Such guarantees are of principal importance in a number of applications.
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I. INTRODUCTION

Self-embedding allows for incorporating content reconstruction features into digital image authentication schemes [1]. In addition to content hashes for authentication purposes, a low-quality version of the original image is embedded into the image itself as a digital watermark. Upon identifying the tampered image fragments, their approximate original appearance is restored from the embedded reconstruction reference.

The performance of self-embedding schemes is commonly expressed by means of objectively measured reconstruction quality, and restoration conditions. The former is typically given as a peak signal to noise ratio (PSNR), and the latter as a bound on the allowed amount of modifications, i.e., the tampering rate. These two performance aspects are tightly connected, and the trade-off between them needs to be properly balanced.

The most recent research on self-embedding focuses on the techniques for exploiting this quality-robustness trade-off. There exist two fundamental approaches to the problem, i.e., flexible [2], [3], and adaptive restoration techniques [4], [5], [6], [7], [8]. In the former, the reconstruction quality deteriorates uniformly for the whole image as the tampering rate grows. High-quality reconstruction is possible, provided that the tampering affects only a small image area.

In adaptive schemes the reconstruction quality is controlled for each image fragment individually, and does not change with the tampering rate. Typically, such schemes define several reconstruction profiles, which determine how a single image block is represented, and reconstructed. The profiles are usually dedicated to different types of content, and feature various restoration fidelity. As a result, individual image fragments can be represented in a way which best matches their content.

Initially, adaptive self-embedding was seen just as a technique for reducing the length of the reference bit-stream by allowing flat image blocks to be represented by shorter streams. Some of the defined profiles can have a marker role, which designates their blocks for reconstruction with a different method, e.g., using inpainting [9], or completely excludes them from the reconstruction process [4]. The resulting shorter bit-stream is essentially a means of improving the achievable tampering rates.

In our opinion, the primary benefit from employing adaptivity features is the additional degree of freedom, which allows for precise control over the inherent restoration trade-offs [4]. In particular, it becomes possible to provide guarantees for certain aspects of the restoration process. For instance, selected image fragments, representing the most important content, can always be restored with high quality, at the expense of less valuable background content. Such features are of principal importance in a number of applications, e.g., for protection of video surveillance footage, where details like faces, or license number plates should be regarded as high-priority content.

The primary goal of this study is to design a mechanism capable of providing guarantees for both the fidelity of selected image fragments, and the achievable tampering rates. For this purpose, we perform theoretical analysis of the adaptive content reconstruction problem. All theoretical results are verified experimentally with a fully functional self-embedding scheme. The starting point for our discussion is a recently proposed model of the self-recovery problem [10]. The model formulates the reconstruction as a communication over an erasure channel, and gives a closed-form expression for the achievable success bounds for traditional self-recovery with uniform image quality. In this work, we extend the model...
to take into account content adaptivity features. Variation of the number of reference bits on a per-block basis introduces new challenges, and requires to consider differences in the tampering order. The proposed approach allows for accurate modeling of the behavior of even complex adaptive schemes.

Based on the performed analysis, we propose an algorithm for computation of the optimal assignment of the reconstruction profiles to individual image blocks. The procedure aims to maximize the overall reconstruction quality, given constraints on the quality of selected fragments, and the target tampering rate. In addition to the performance guarantees, such an approach can deliver better reconstruction efficiency, compared to traditional uniform-quality restoration. However, despite significantly shorter reference streams, introduction of reconstruction profiles with lower fidelity does not necessarily improve the achievable tampering rates.

This paper is organized as follows. Section II gives a brief overview of the history, and the directions of the self-embedding research. The necessary notation, a formal statement of the problem, and the operation of the considered self-embedding scheme are presented in Section III. The theoretical analysis of the adaptive reconstruction problem is performed in Section IV. The designed procedure for reconstruction profile assignment is presented in Section V. The results of experimental evaluation are discussed in Section VI. We conclude in Section VIII.

II. RELATED WORK

The concept of self-embedding has been first introduced in [1]. In the proposed method, a compressed representation of each image block is embedded by means of least significant bit substitution (LSBS) into a different block. The utilized compression method resembles traditional JPEG, and produces a bit-stream of length equal to the embedding capacity. Tampered blocks are then recovered from their reference information, provided that their carrying block remained authentic.

In [11] the authors formulate content reconstruction as an irregular sampling problem. The restoration is performed by iterative projections onto convex sets. The reference information is obtained by logical exclusive disjunction on block-based cosine transform coefficients’ polarity and pseudo-random bit sequences. The watermark is embedded by modulating middle frequency components of the pinned sine transform. Although the method provides very low reconstruction quality, it can survive mild image processing, including lossy compression, and Gaussian filtering.

Initially, the reconstruction quality was treated as a secondary aspect, and it used to be sufficient for the restored content to be barely discernible for a human observer. Recently, it has been noticed that certain applications require high-quality reconstruction. The scheme from [12] features lossless reconstruction by using difference expansion, a reversible watermarking technique, for information embedding. While the watermarked images are severely distorted, having PSNR of approximately 29 dB, the decoder can recover the original, unwatermarked images. The main disadvantage of the scheme is limited robustness against malicious modifications. The maximum supported tampering rate is only 3.2%.

Successful reconstruction of extensive tampering was demonstrated in [13]. At the cost of low reconstruction quality, the scheme allows for tampering up to 59% of the image area. The reference information is obtained by coarse quantization of selected low-frequency DCT coefficients. In order to spread the reference information over the entire image, individual blocks are pseudo-randomly grouped into pairs, and the reference information is projected onto the watermark payload using a random binary matrix. The utilized embedding technique is LSBS with embedding payload of 3 bits per pixel.

In order to provide support for both high-quality reconstruction and robustness against extensive tampering, flexible schemes have recently been introduced. When only small image fragments are tampered, they can be restored with high fidelity, which is systematically reduced as the tampering rate grows. The scheme from [14] defines a scalable reference stream, where each quality level can survive different tampering. The reference information is obtained from a wavelet-like decomposition of the image blocks.

In [3] the authors propose to use compressive sensing for content reconstruction. The reference information is obtained by randomly sampling small groups of scattered DCT coefficients. Depending on the number of missing coefficients within each group, they can be restored either with a proposed compositive reconstruction mechanism, or with compressive sensing. The reconstruction fidelity deteriorates gradually, as the restoration assumes approximate character for growing uncertainty within the groups.

In the flexible reconstruction scheme from [2], 5 most significant bits (MSB) of two randomly selected pixels are combined with exclusive disjunction, then grouped with other pixel pairs for embedding in randomly selected image blocks. Depending on the authenticity of individual pixels, the MSBs of a pixel pair can be either fully or partially recovered. The remaining uncertainty is resolved by exploiting local pixel correlations.

Virtually all of existing self-embedding schemes are characterized by uniform reconstruction quality. In flexible schemes the quality still drops uniformly for the whole tampered area. Even content adaptivity features were motivated by the possibility to shorten the representation of low-texture fragments, but without noticeable fidelity impact. While such an approach is not amiss by principle, it can be taken a step further. Certain applications could vastly benefit from performance guarantees both in terms of quality of selected regions, and the desired robustness against tampering. These requirements can be met by adjusting the reconstruction of less important background content [4]. This observation motivates the research presented in this study.

III. ADAPTIVE SELF-EMBEDDING SCHEME

Adaptive self-embedding differs from traditional schemes by using multiple reconstruction profiles. The profiles instruct the system’s entities how to describe, and restore the content of individual image blocks. In this study, the reconstruction reference is generated from a block-based discrete cosine transform (DCT) spectrum. A profile is defined by a set of
quantization code-books, and the allocation of the precision of coefficient representation.

The mapping between image blocks and the reconstruction profiles is referred to as a quality descriptor \( q \), and it needs to be reliably communicated to the decoder. In this study, the descriptor is separated from the reference information. Alternatively, information about the assigned profile could be placed in a header of the reference information of each individual block [6].

In this study, we consider an adaptive self-embedding scheme, which extends the reference scheme described in [10]. In order to facilitate easier reading, we introduce the basic notation and operation principles, originally used in [10]. Fig. 1 illustrates the communication of the watermark information between the encoder and the decoder. The former produces a protected image \( I'(w) \) from the original image \( I \) based on the provided security context \( \kappa \). The context within which an image could be identified as authentic will typically contain some secret keys for identification of the users or the system, and the time-stamp of the image. Construction of the authentication context is out of scope of this study. Optionally, a set of requirements towards the reconstruction process can also be given at this point. Based on a provided image and context, the decoder yields a tampering map \( E \), and a restored image \( I'(r) \), provided that the reconstruction is possible.

The reconstruction is performed based on the communicated reference information \( r \), as specified in the quality descriptor \( q \). Both \( r \) and \( q \) are communicated through an erasure channel. Due to intrinsic content authentication features, the transmitted portions of the watermark are seen as either correct, or corrupted. While the descriptor is decoded in a traditional way, decoding of the reference information is aided by exploiting the remaining authentic image content.

The reference scheme described in [10] does not use a quality descriptor, and only the reference information \( r \) is communicated through the image. The reference scheme can be seen as a special case of the adaptive scheme with a trivial quality descriptor specifying the same profile for all image blocks.

A. Basic Notation

Let \( I \) denote the original, unprotected image and \( I_i : i = 1, \ldots, N \) the \( i \)-th image block in the raster scan order. The reference information for individual image blocks is denoted as \( r_i \):

\[
\mathbf{r} = r_1, \ldots, r_N = \{r_i\}.
\]

The length of the reference information varies for individual image block, and stems from the utilized reconstruction profiles. It is assumed that the system defines \( P \) profiles. Then, the quality descriptor \( q(i) \) has a form of the following mapping:

\[
q : \{1, \ldots, N\} \rightarrow \{1, \ldots, P\}.
\]

Let \( h(\cdot) \) denote a hashing function, which generates a cryptographic hash from the image block content \( I_i \), block payload \( W_i \), block number \( i \) and the security context \( \kappa \). In this study, we used the MD5 algorithm, shortened to 32 bits by exclusive disjunction on neighboring pixel pairs. The resulting hash for the \( i \)-th image block is denoted by:

\[
H_i = h(I_{i \text{(ldr)}}^\{(ldr)\}, i, W_i, \kappa).
\]

The utilized watermark embedding scheme uses LSBS in the spatial domain. The number of bit-planes utilized for information embedding is denoted by \( L \). Hence, the principal image content \( I_{i \text{(ldr)}}^\{(ldr)\} \), used for hash calculation, is represented by \( 8 - L \) MSBs, i.e., \( I_{i \text{(ldr)}}^\{(ldr)\} = \lfloor I/2^L \rfloor \). The total embedding capacity of \( 64L \) bits is divided into 32 bits for the hashes, 8 bits for the quality descriptor, and the rest for the reconstruction reference.

B. Methods for Image Encoding

Operation of the encoder is illustrated in Fig. 2a. The procedure begins with a pre-processing step, which discards \( L \) least significant bit-planes in order to limit the number of unique colors in the image. This step is followed by block-wise computation of the DCT spectrum. We consider a fixed block size of \( 8 \times 8 \) pixels.

The following reconstruction reference generation step is controlled by the quality descriptor. The encoder calculates the reconstruction profile mapping to optimize the reconstruction quality, given prospective operation constraints or requirements. The details of this step are described in detail in Section V. The reference information is obtained by encoding individual DCT coefficients. A reconstruction profile defines the total number of bits per block \( b \), the precision of individual coefficients, and the quantization code-books. The latter two can be easily adapted to various content characteristics. In our study, we use uniform quantization for the DC coefficients, and Lloyd-Max code-book for AC coefficients. The precision of the coefficients, represented by means of a \( 8 \times 8 \) matrix:

\[
\mathbf{V} = \{v_{i,j}\}_{8 \times 8} : v_{i,j} \in \{0, 1, \ldots, 8\}.
\]
The resulting symbols are then encoded with a fountain code to produce exactly $N$ same-length output symbols, for each
image block:

\[
X_1, \ldots, X_{\lambda, N} \rightarrow_{\text{RLF}} Y_1, \ldots, Y_N, \quad (9a)
\]

\[
Q_1, \ldots, Q_{\lambda, N} \rightarrow_{\text{RLF}} Z_1, \ldots, Z_N. \quad (9b)
\]

The utilized fountain code is the random linear fountain (RLF) [16]. It generates output symbols by combining pseudo-randomly selected input symbols using exclusive disjunction. The input symbols are selected independently, with probability 0.5. A decoder will be able to decode the communicated message from arbitrarily chosen symbols, provided that the number of available symbols is sufficient. Due to elimination of the knowledge about authentic image fragments, sparse fountain codes are not well suited for the application at hand [10].

The resulting symbols \( Y_i, Z_i \) are then pseudo-randomly combined by a multiplexer (MUX) to yield the embedding payload for the \( i \)-th image block, \( W_i \). The multiplexer operates by pseudo-randomly selecting and shuffling the bits from the input streams. This step could be simplified by simple concatenation without any performance penalty, but adoption of the multiplexer introduces additional randomization of the reconstruction process.

The watermark payload is then fed along with image block content \( I_i^{\text{ldr}}, \) image block location \( i, \) and the security context \( \kappa \) to the hashing function \( h(\cdot, \cdot, \cdot). \) The resulting hashes \( H_i \) are embedded along with \( W_i \) into appropriate image blocks. This concludes the operation of the encoder.

C. Methods for Image Decoding

Operation of the adaptive self-embedding decoder is illustrated in Fig. 2b. The process starts with watermark extraction, which yields the extracted hashes \( \hat{H}_i, \) and watermark payload \( \hat{W}_i, \) potentially different from the embedded original information. In the next step, the decoder recalculates the hashes:

\[
\hat{H}_i = h(I_i^{\text{ldr}}, i, \hat{W}_i, \kappa), \quad (10)
\]

by repeating the necessary steps of the encoder. Comparison of \( H_i \) and \( \hat{H}_i \) gives the tampering (erasure) map \( E, \) necessary for fountain decoding.

The remaining authentic \( \hat{W}_i \) are demultiplexed (DEMUX) to obtain \( \{\hat{Y}_i : H_i = \hat{H}_i, \} \) and \( \{\hat{Z}_i : H_i = \hat{H}_i, \} \). Provided that the number of authentic symbols is sufficient for successful decoding of both streams, the decoder will be able to restore the original image’s content. Otherwise, the operation terminates, and the decoder yields only the tampering map \( E.\)

At first, the decoder recovers the quality descriptor \( q. \) Based on the assigned quality profiles, it then regenerates the reference information of authentic image regions. The dependencies on the regenerated reference symbols are then removed from the previously extracted \( \{\hat{Y}_i : H_i = \hat{H}_i, \} \). The second fountain decoding yields the reference information of the tampered image blocks. The last step is to restore their principal content.

D. Communication of the Quality Descriptor

The quality descriptor is communicated to the decoder through the same channel as the reconstruction reference. The rate of the fountain code should be chosen accordingly to the anticipated maximal tampering rate. It is necessary to decode the whole quality descriptor. The maximal tampering rate \( \tilde{\gamma} \) which allows for its successful retrieval is asymptotically:

\[
\tilde{\gamma}_q = 1 - \lambda_q. \quad (11)
\]

Further improvement of \( \tilde{\gamma}_q \) could be obtained by employing source coding to compress the descriptor prior to channel coding. This issue is out of scope of this study.

IV. THEORETICAL ANALYSIS OF CONTENT ADAPTIVITY

For an ideal fountain code successful reconstruction is possible, if the number of available watermark symbols is greater or equal to the number of necessary reference symbols:

\[
1 - \tilde{\gamma} \geq \lambda_q \rho(\tilde{\gamma}|q, E), \quad (12)
\]

where \( \rho(\tilde{\gamma}|q, E) \) is the reconstruction demand, i.e., the fraction of the reference stream which needs to be decoded from the extractable watermark information. The growth of the reconstruction demand depends on the reference rates specified by the quality descriptor \( q, \) and on the selection of blocks for modification \( E. \) In order to derive a representative performance measure, it is beneficial to consider the expected behavior of the reconstruction demand, estimated as the average over all possible tampering patterns:

\[
\rho(\tilde{\gamma}|q, E) = \frac{1}{\#\Omega} \sum_{E \in \Omega} \rho(\tilde{\gamma}|q, E) \quad (13)
\]

where \( \Omega \) denotes the set of all possible tampering maps, and \( \#\Omega \) denotes the number of elements in \( \Omega. \)

Ideally, the reconstruction demand should be proportional to the tampering rate:

\[
\rho(\tilde{\gamma}|q, E) = \tilde{\gamma},
\]

regardless of the tampering map \( E, \) and quality descriptor \( q. \) For traditional, uniform-quality self-embedding, this can be ensured by choosing a single, natural reference rate \( \lambda(i) = \lambda \in \mathbb{N}^+. \) In such case, the reconstruction is possible up to the optimistic success bound [10]:

\[
1 - \tilde{\gamma} \geq \lambda \tilde{\gamma}, \quad (14a)
\]

\[
\tilde{\gamma} \leq \frac{1}{\lambda + 1}. \quad (14b)
\]

For further analysis of content adaptivity, we consider a more convenient form of the success condition (12), where equality defines the reconstruction success bound:

\[
\rho(\tilde{\gamma}|q, E) = \lambda^{-1}(1 - \tilde{\gamma}). \quad (15)
\]

The right hand side represents the fraction of the available watermark symbols, normalized with respect to the total number of reference symbols. It is always a linear function with slope inversely proportional to the reference rate \( \lambda. \) Fig. 3 shows...
a graphical representation of (15) for two example uniform-quality configurations: $\lambda_1 = 0.5$, and $\lambda_2 = 2$. The maximal tampering rate corresponds to the intersection between the two functions.

In adaptive schemes the defined reconstruction profiles are characterized by various reference rates. However, in general, there might exist multiple profiles with the same reference rates, i.e., $\lambda_i = \lambda_j : i \neq j$, but differentiated by other profile characteristics, e.g., quantization code-book, or coefficient precision assignment. Hence, the quality descriptor implicitly determines the mapping $\lambda(i)$:

$$\Lambda = \{\lambda_1, \ldots, \lambda_S\} : \lambda_1 > \ldots > \lambda_S$$

(16)

where $S'$ denotes the number of possible unique reference rates. This mapping is fundamental in the analysis of the reconstruction success bounds in adaptive self-embedding systems. Let:

$$\Lambda = [\lambda_1, \ldots, \lambda_S] : \lambda_1 > \ldots > \lambda_S$$

be a vector of reference rates used in a given quality descriptor. We focus on natural rates, i.e., $\forall i \in \{1, \ldots, N\} \lambda(i) \in \mathbb{N}^+$, which guarantees that for each of these rates alone, the scheme reaches the optimistic success bound (14b).

The occurrence frequency for each reference rate can be represented by a weight vector $w$:

$$w = [w_1, w_2, \ldots, w_S] : w_s \in (0; 1) \wedge \sum_{s=1}^{S} w_s = 1,$$

with $S - 1$ degrees of freedom. Hence:

$$w_S = 1 - \sum_{s=1}^{S-1} w_s.$$

A. Reconstruction Demand Analysis

Incorporation of multiple reconstruction profiles with various reference rates impacts on the reconstruction success bounds. Depending on the selection of maliciously tampered blocks, the system tolerates various tampering rates. The problem can be theoretically analyzed by determining the behavior of the reconstruction demand. Two representative cases can be distinguished: a pessimistic success bound $\bar{\gamma}_{\min}$, and an average success bound $\bar{\gamma}_{\text{ave}}$.

1) Pessimistic Success Bound: $\bar{\gamma}_{\min}$ is the minimum tampering rate that can render the reconstruction impossible. It is applicable when the reconstruction demand assumes the steepest possible growth, i.e., when the blocks are tampered with decreasing order of reference rates $\lambda(i)$. This scenario corresponds to a realistic assumption that the most important, and hence tampering-prone, content is likely to be assigned higher values of $\lambda$. Within these implicitly defined content importance levels no particular secondary importance is assumed. During simulations, image blocks with the same importance are chosen randomly. Such modifications are referred to as the pessimistic tampering.

For pessimistic tampering, the reconstruction demand becomes a piecewise-linear function with slopes dependent on both the reference rates, and their weights. Let $w^+_s$ denote the cumulative weight for the $s$-th reference rate:

$$w^+_s = \begin{cases} 0, & \text{for } s = 0, \\ \sum_{s=1}^{S} w_i, & \text{for } s = 1, \ldots, S. \end{cases}$$

(17)

Then, given a set of reference rates $\Lambda$ with weights $w$, the reconstruction demand is:

$$\rho(\bar{\gamma}|\Lambda, w) = \begin{cases} \alpha_1 \bar{\gamma} + \beta_1, & \text{for } \bar{\gamma} \in (0, w^+_1], \\ \vdots, & \\ \alpha_s \bar{\gamma} + \beta_s, & \text{for } \bar{\gamma} \in (w^+_s-1, w^+_s], \\ \vdots, & \\ \alpha_S \bar{\gamma} + \beta_S, & \text{for } \bar{\gamma} \in (w^+_S-1, 1]. \end{cases}$$

(18)

where the slopes $\alpha_s$ can be calculated as:

$$\alpha_s = \lambda_s / \sum_{i=1}^{S} w_i \lambda_i,$$

(19)

and the y-intercepts $\beta_s$ for individual components are chosen to ensure function continuity:

$$\beta_s : \sqrt[s \in \{1, \ldots, S\}]{\rho(w^+_{k-1}|\Lambda, w)} = \lim_{\bar{\gamma} \to (w^+_{k-1})^+} \rho(\bar{\gamma}|\Lambda, w).$$

(20)

For the currently considered scenario, the y-intercepts $\beta_s$ can be calculated as:

$$\beta_k = \begin{cases} 0, & \text{for } k = 1, \\ (\alpha_{k-1} - \alpha_k) w^+_k + \beta_{k-1}, & \text{for } k > 1, \end{cases}$$

(21)

Fig. 4 shows the reconstruction demand $\rho$ for a randomly generated quality descriptor with $\Lambda = [3, 2, 1]$ and $w = [0.1429, 0.2857, 0.5714]$. (a) shows the piecewise-linear character of the resulting function, and the slopes of its successive components. The theoretically expected character is verified experimentally by performing random reconstruction attempts after applying pessimistic tampering. Experimental results are shown in (b). Individual reconstruction attempts are marked with circles and crosses, for successful and unsuccessful reconstruction, respectively. The resulting success bound $\bar{\gamma}_{\min} = 0.2864$.

It is also possible to distinguish a dual, optimistic success bound, observed when image blocks with minimal impact on $\rho$ are tampered first. Such tampering has no reasonable justification in prospective forgery scenarios, and is therefore not considered.
the average success bound can be calculated as:

$$\tilde{\gamma}_{\text{ave}} = \frac{1}{1 + \lambda_r},$$

(22)

where \(\lambda_r\) is the average reference rate.

Fig. 5b shows the results of experimental validation of the described behavior. The illustrated example is the same as for the pessimistic tampering, i.e., \(\Lambda = [3, 2, 1]\) and \(w = [0.1429, 0.2857, 0.5714]\). The average success bound is \(\tilde{\gamma}_{\text{ave}} = 0.3889\). Since individual realizations oscillate around the linear growth, the actual bound oscillates around \(\tilde{\gamma}_{\text{ave}}\). (c) shows a histogram of the bounds obtained for individual realizations of the process, along with a fitted Gaussian pdf. The sample mean from 10,000 simulated realizations is 0.3888. According to the 3\(\sigma\) rule, 99.7% of the observed values fall in the range \([0.3823; 0.3954]\).

B. Impact of Multiple Quality Profiles

In this section, we investigate the impact of incorporating multiple reconstruction profiles on the success bounds \(\tilde{\gamma}_{\min}\) and \(\tilde{\gamma}_{\text{ave}}\). Our analysis provides an insight into the improvement, in terms of the tampering rate, that can be achieved by introducing quality levels with lower restoration fidelity.

For a setting with two profiles, the corresponding weight vector has one degree of freedom:

$$w = [w, 1 - w],$$

(23)

and the parameter \(w\) alone is sufficient for controlling the proportion between the high-quality and low-quality blocks. The reference rates \(\lambda_1\) and \(\lambda_2\) control the asymptotic tampering rates for \(w \to 0\), and \(w \to 1\). It can be shown that there is a threshold value of \(w\), below which there is no improvement in terms of the pessimistic tampering rate \(\tilde{\gamma}_{\min}\).

**Proposition 1.** For a two-profile configuration of an adaptive self-embedding scheme with reference rates \(\lambda_1 > \lambda_2\), the pessimistic tampering rate bound for weights \(w \in \left(\frac{1}{1 + \lambda_1}, 1\right]\) is constant and dependent only on the higher reference rate \(\lambda_1\).

**Proof.** A two-profile configuration is described by reference rates \(\Lambda = [\lambda_1, \lambda_2]\), and weights \(w = [w, 1 - w]\). From (18)-(21), for any \(w \in [0, 1]\) the reconstruction demand \(\rho(\tilde{\gamma}|\Lambda, w)\) can be rewritten for a pessimistic tampering pattern as:

$$\rho(\tilde{\gamma}|\Lambda, w) = \begin{cases} \frac{\lambda_1}{\lambda_{\text{ave}}} \tilde{\gamma}, & \text{for } \tilde{\gamma} \in (0, w], \\ \frac{\lambda_2}{\lambda_{\text{ave}}} \tilde{\gamma} + \left(\frac{\lambda_1}{\lambda_{\text{ave}}} - \frac{\lambda_2}{\lambda_{\text{ave}}}\right) w, & \text{for } \tilde{\gamma} \in (w, 1]. \end{cases}$$

For the first component, the solution to (15) depends only on \(\lambda_1:\)

$$\frac{\lambda_1}{\lambda_{\text{ave}}} \tilde{\gamma}_{\min} = \frac{1}{\lambda_{\text{ave}}} (1 - \tilde{\gamma}_{\min}),$$

(24a)

$$\tilde{\gamma}_{\min} = \frac{1}{1 + \lambda_1}.$$  

(24b)

The first component determines the reconstruction success bound as long as the left hand side of (15) is greater than the right hand side at the boundary between the reconstruction demand components, i.e., \(\tilde{\gamma} = w:\)

$$\rho(\tilde{\gamma}|\Lambda, w) > (1 - w)/\lambda_{\text{ave}},$$

(25)
quality of the remaining background content can then be adjusted to meet the requirements towards the tampering rate.

In general, the complete quality descriptor calculation procedure involves two phases: profile mapping, and descriptor design. The former selects the profiles which yield the highest reconstruction quality. The latter gradually reduces reconstruction quality of individual blocks in order to meet the target tampering rate constraint.

A. Definition of Requirements

The considered set of requirements for the quality descriptor design procedure includes an importance map $\phi$, the requested target tampering rate, success bound type (i.e., pessimistic, or average), a set of guard quality profiles $G$, and other minor, implementation-specific parameters.

The importance map $\phi(i)$:

$$\phi : \{1, \ldots, N\} \rightarrow \{0, 1\}$$

indicates which blocks should be reconstructed with maximal possible quality ($\phi(i) = 1$), and which can be adapted to satisfy other design requirements ($\phi(i) = 0$). Further extension of the possible importance levels, e.g., to support exclusion of image blocks from reconstruction, is straightforward, and will not be discussed in this study.

All image blocks are initially assigned their optimal reconstruction profiles during a profile mapping phase. For important image blocks, i.e., $\{i : \phi(i) = 1\}$, this assignment is final. The assignment for the remaining unimportant blocks is systematically demoted during successive iterations of the descriptor design phase. The degradation follows until the design objective, the requested target tampering rate $\tilde{\gamma}_\text{target}$, is met.

In order to prevent excessive degradation, the design procedure uses a set of guard quality profiles $G$, below which an individual block cannot be degraded. This concept is particularly useful if the given set of reconstruction profiles distinguishes multiple block texture levels. It prevents incorrect assignment to a wrong block type.

B. Profile Mapping Procedure

The goal of profile mapping is twofold. Firstly, it provides an initial quality descriptor $q_0$, which optimizes the reconstruction quality by choosing the best possible profile:

$$q_0(i) : \bigvee_{i=\{1, \ldots, N\}} \min_{p \in \{1, \ldots, P\}} \text{MSE}(I_i, I_i^{\text{ref}[p]}).$$

where $I_i^{\text{ref}[p]}$ denotes an approximate version of the $i$-th block, recovered from its reference information using the $p$-th reconstruction profile.

Secondly, the mapping procedure yields a distortion map:

$$d(i, p) : \{1, \ldots, N\} \times \{1, \ldots, P\} \rightarrow \text{MSE}(I_i, I_i^{\text{ref}[p]})$$

needed in the following descriptor design phase. For the sake of computation efficiency, the distortion map may include only
Algorithm 1 Quality descriptor design procedure

Require: \( \phi, \gamma_{\text{target}}, \Delta_s, G \) // User requirements
Require: \( q_0, d \) // Results of profile mapping

\[ q \leftarrow q_0 \]
\[ \Delta, w \leftarrow \text{update from } q \]
\[ \gamma \leftarrow \gamma : \rho(\gamma | \Delta, w) = \frac{1 - \lambda}{\lambda} \]

// Generate distortion impact map
\[ D(i) \leftarrow d(i, q(i) - 1) - d(i, q(i)) \text{ for } i \in \{1, \ldots, N\} \]

// Mark blocks which:
// 1. Cannot be degraded due to importance map
\[ D(i) \leftarrow \infty \text{ for } i : \phi(i) = 1 \]
// 2. Reached a guard level
\[ D(i) \leftarrow \infty \text{ for } i : q(i) \in G \]

while \( \gamma > \gamma_{\text{target}} \) do

for \( t \in \{1, \ldots, \Delta_s\} \) do

\[ t^* = \arg \min_{t \in \{1, \ldots, N\}} D(i) \]

if \( D(i^*) = \infty \) then

return Design failed, constraint not met

end if

\[ q(i^*) \leftarrow q(i) - 1 \]

if \( q(i^*) \in G \) then

\[ D(i^*) \leftarrow \infty \]

else

\[ D(i^*) \leftarrow d(i^*, q(i^*) - 1) - d(i^*, q(i^*)) \]

end if

end for

\[ \Delta, w \leftarrow \text{update from } q \]
\[ \gamma \leftarrow \gamma : \rho(\gamma | \Delta, w) = \frac{1 - \lambda}{\lambda} \]

end while

return \( q \)

the allowed profiles for each image block. If the given set of reconstruction profiles is based on a single block texture level, the profile mapping becomes trivially \( \forall i \ q(i) = P = S \), yet it is still necessary to calculate the distortion map \( d(i, p) \).

C. Descriptor Design Procedure

The descriptor design procedure relies on the initial descriptor, and the distortion map obtained from the preceding profile mapping phase. The general idea is to perform iterative degradation of successive image blocks. In each step, the current tampering rate is calculated and compared against the target design objective. Image blocks for degradation are selected in the order of increasing degradation impact \( D \):

\[ D(i) \leftarrow d(i, q(i) - 1) - d(i, q(i)), \quad (31) \]

while respecting the content importance provided by \( \phi \), and the guard levels \( G \).

The degradation is performed in batches of \( \Delta_s \) image blocks. By increasing this parameter it is possible to speed up the process, at the cost of a slight delay in finding that the target tampering rate has already been reached. The complete procedure is presented as Algorithm 1.

VI. EXPERIMENTAL EVALUATION

In the performed experimental evaluation, we focus on two principal aspects. Firstly, we validate the descriptor design procedure to confirm that the target tampering rates can actually be reached. Secondly, we assess the reconstruction efficiency, i.e., ability to trade-off the reconstruction quality for the tampering rate.

All of the described experiments were performed using the adaptive self-embedding scheme described in Section III. Its performance is compared to the reference scheme from [10], which features uniform-quality restoration. Both schemes are configured to use two least significant bit-planes for data embedding, i.e., \( L = 2 \). Hence, the embedding capacity is 128 bits per block, from which 32 bits are used for embedding content hashes. The reference scheme uses the remaining 96 bits for embedding the reconstruction reference.

The adaptive scheme needs to communicate the quality descriptor, and uses 8 bits for this purpose. Hence, the reference symbol length is 88 bits. The descriptor is represented with 4-bit depth, and is encoded with a fountain code of rate \( \lambda_q = \frac{1}{2} \).

The utilized reconstruction profiles (Table I) use reference rates between 1 and 3, and are intended for low (L), medium (M), and high (H) texture blocks.

<table>
<thead>
<tr>
<th>Profile no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Block texture</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
</tbody>
</table>

Image blocks are classified to either texture category based on the standard deviation of their pixels:

\[
\begin{align*}
\text{low-texture block,} & \quad \text{if } \sigma_i \leq 5, \\
\text{medium-texture block,} & \quad \text{if } 5 < \sigma_i \leq 20, \\
\text{high-texture block,} & \quad \text{if } \sigma_i > 20,
\end{align*}
\quad (32)

where \( \sigma_i \) denotes the standard deviation for the \( i \)-th image block. The thresholds were selected by visual inspection of the resulting block sets.

A. Descriptor Design Validation

The purpose of this experiment is to validate the achievable success bounds for the designed quality descriptors. The encoder prepares a number of quality descriptors for a range of considered target tampering rates \( \tilde{\gamma}_{\text{target}} \in [0.25, 0.5] \).

Fig. 7a shows how the achievable tampering rates change with successive iterations of the procedure. The average tampering
rate behaves identically, regardless of the image content. Consistently with theoretical analysis, the pessimistic tampering rate starts to increase after a certain delay, and its growth is content-dependent. Two example graphs are shown in Fig. 7a.

The reconstruction success chart for randomly drawn tampering rates is shown in Fig. 7b. Success and failure cases are marked with circles and crosses, respectively. It can be observed, that the scheme allows for successful reconstruction up to the desired target tampering rate. The experiment was repeated both for pessimistic, and for oblivious tampering. The resulting quality descriptors for selected tampering rates are shown in Fig. 8. The figure illustrates example images, and their corresponding descriptors. The top and middle rows correspond to uniform degradation, while the bottom row uses an importance map to guarantee high-quality reconstruction for the license number plate. As a result, the license number remains perfectly clear, regardless of the desired tampering rate, and the fidelity of the remaining regions.

Fig. 9 shows the prospective reconstruction result, i.e., the reference images, for both the adaptive, and the reference schemes. Both schemes allow for reconstruction up to the same tampering rate. While the reference scheme has higher effective payload (96 vs. 88 bits), it does not allow for clear reconstruction of the license number plate.

B. Reconstruction Efficiency

The goal of this experiment is to compare the achievable reconstruction efficiency with the uniform-quality reference scheme. For this purpose, we evaluate the reconstruction quality for successive target tampering rate bounds. The reference scheme is evaluated in three configurations, \( \lambda = 1, 2, \) and 3. The adaptive scheme uses the same reference rates, but allows for assigning them to individual image blocks. This introduces an additional degree of freedom in controlling the trade-off between the reconstruction quality and the tampering rate. In fact, arbitrary tampering rates from the range:

\[
\tilde{\gamma} \in \left( \frac{1}{1 + \lambda S}, \frac{1}{1 + \lambda I} \right)
\]

can be obtained with an appropriate profile assignment.

Due to additional capacity required for communication of the quality descriptor, the adaptive scheme uses lower effective payload for the reconstruction reference. This might lead to slight degradation of the reconstruction quality, especially at the end-points of the efficiency characteristics. At the same time, the availability of dedicated profiles, and the flexibility in their assignment allows for mitigation of the fidelity loss, or even improvement of the achievable quality. This behavior can be observed in Fig. 10, which shows example trade-off characteristics.

Fig. 10ab show the efficiency for two different images. The achievable improvement of the reconstruction efficiency is highly dependent on the image content. For images with flat, nearly solid areas (e.g., 4767 in Fig. 8a) the efficiency can be improved for both the pessimistic, and oblivious tampering. For the former, the efficiency drops rapidly at the beginning, i.e., near \( \tilde{\gamma} = 0.25 \). This result is fully consistent with the theoretical analysis. For highly textured images (e.g., 9011 in Fig. 8a), pessimistic tampering always leads to worse reconstruction efficiency, and the improvement can be observed only for the average success bound.

Fig. 10c is an average over 50 natural images from the BOWS2 data-set [17]. It can be observed that even in case of pessimistic tampering, the additional degree of freedom stemming from the introduced adaptivity can be beneficial, especially for lower quality levels (higher tampering rates).

VII. DISCUSSION & PERFORMANCE SUMMARY

Existing literature describes numerous self-embedding schemes, characterized by different performance with respect to three fundamental measures: the reconstruction quality, the quality of the protected images, and the boundary tampering rate. Additionally, the schemes might offer uniform and constant reconstruction quality, or adaptive or flexible behavior. Due to the inherent trade-offs between these performance aspects, the preferred approach might be different for various applications.

In Fig. 11 we summarized the performance of state-of-the-art self-embedding schemes. The radar plots include the three mentioned fundamental performance measures. The tampering rate is normalized to 60% of the image area. The quality scores’ grid corresponds to 5 dB changes in PSNR, starting from 20 dB, which we consider the lowest sensible score. The results were obtained on 48 natural images from the BOWS2 data set in a common evaluation scenario [10].

Fig. 11abc compare the performance of traditional uniform-quality schemes, including the reference sharing scheme A from [14], the scheme from [13], and the reference scheme (\( \lambda = 1 \)) from [10]. The latter provides only slightly worse quality than [14], and only slightly worse tolerance for tampering than [13]. Hence, it seems to be the most universal of the available traditional schemes.
Fig. 8: Intermediate descriptors during the design procedure for three example images without (top and middle rows) and with (bottom row) an importance map.

Fig. 10: Scatter plots of the reconstruction quality vs. the tampering rate for the reference and the adaptive schemes.

Traditional schemes are designed with a specific target performance in mind, e.g., to guarantee reconstruction below a given tampering rate, or to guarantee certain reconstruction fidelity. In the latter case, the tolerance for tampering stems from the selected quality level. In either case, this tolerance is identical for all images. Adaptive schemes give more control over the inherent restoration trade-offs, and allow for choosing the desired performance for each image individually. However, when the actual tampering exceeds the boundary rate, the reconstruction is not possible. One possible approach to address this problem is to employ flexible reconstruction techniques. They deliver high reconstruction quality when the tampering is limited, but their performance tends to deteriorate quickly as the tampering rates grow. While flexible reconstruction mechanisms typically do not have a hard limit on the maximum tampering rate, below a certain threshold the reconstruction result might no longer be discernible.

Due to the fundamentally different approach, it is difficult to directly compare the performance of adaptive and flexible self-embedding. Fig. 11def summarize the overall performance changes for the proposed adaptive scheme, and two flexible schemes [2], [3]. The adaptive scheme is characterized for two extreme boundary tampering rates, \( \tilde{\gamma} = 0.25 \) and \( \tilde{\gamma} = 0.50 \), stemming from (33). The performance for the flexible schemes is shown for actual tampering rates of \( \tilde{\gamma} = 0.50 \), \( \tilde{\gamma} = 0.25 \), and \( \tilde{\gamma} = 0.05 \).

While the adaptive scheme provides better overall performance, in particular for higher tampering rates, the flexible schemes will improve their reconstruction quality when the actual tampering rate decreases (dashed line in Fig. 11de). In general however, flexible schemes seem to have worse trade-off capabilities. Hence, despite not being able to fully exploit
In many practical applications, a hybrid scheme might actually be preferable. It would be beneficial to guarantee high-quality reconstruction for selected image fragments, while allowing for best-effort reconstruction for the remaining, less important content. Development of such a scheme is an interesting research direction.

VIII. CONCLUSIONS

In conclusion, introduction of content adaptivity has an important impact on the achievable tampering rates. Even adoption of reconstruction profiles with lower fidelity does not necessarily lead to improvement in the restoration conditions. Due to more flexibility in controlling the inherent restoration trade-offs, it is possible to obtain better efficiency of the reconstruction process. However, when the tampering affects the most important content, the supported tampering rates are significantly reduced.

Our study shows that the notion of the reconstruction demand can be used to accurately model the behavior of adaptive self-recovery schemes. The derived theoretical formulas can be exploited during computation of the mapping between the reconstruction profiles and image blocks. The presented procedure takes into account the constraints on the local reconstruction quality, and the desired tampering rates. It is possible to provide guarantees for certain aspects of the reconstruction process, which is of high importance in certain applications.
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